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Abstract—Internet line speeds are expected to reach 100Gbps in a few years. To match these line rates, a single router line card needs to forward more than 150 million packets per second. This requires a corresponding amount of longest prefix match operations. Furthermore, the increased use of IPv6 requires core routers to perform the longest prefix match on several hundred thousand prefixes varying in length up to 64 bits. It is a challenge to scale existing algorithms simultaneously in the three dimensions of increased throughput, table size and prefix length. Recently, Bloom filter-based IP lookup algorithms have been proposed. While these algorithms can take advantage of hardware parallelism and fast on-chip memory to achieve high performance, they have significant drawbacks (discussed in the paper) that impede their use in practice. In this paper, we present the Distributed and Load Balanced Bloom Filters to address these drawbacks. We develop the practical IP lookup algorithm for use in 100Gbps line cards. The regular and modular hardware architecture of our scheme directly maps to the state-of-art ASICs and FPGAs with reasonable resource consumption. Also, our scheme outperforms TCAMs on most metrics including cost, power dissipation, and board footprint.

I. INTRODUCTION

To keep up with ever-increasing optical transmission rates, Internet core routers need to forward packets as fast as possible. This requires faster and faster implementations of packet-processing functions such as IP lookup – the Longest Prefix Matching (LPM) operation needed to determine the next-hop for incoming packets. The next-hop is determined by first performing a longest prefix match of the destination IP address of incoming packets against a set of prefixes stored in a prefix table. Once a match is found, the next-hop information associated with the matched prefix is retrieved. The prefix table can typically have a few hundred thousand prefixes, with prefix lengths varying from 8 to 32 for IPv4 addresses. For IPv6, the prefix lengths can vary from 16 to 64 bits.

The challenges in implementing the lookup operation are in accommodating large table sizes, achieving the 150 million or more lookups per second needed for the new 100Gbps interfaces while keeping memory, power consumption and board footprint low. The number of IPv4 prefixes in a core router BGP table has exceeded 250K recently, and is increasing at a rate of a few tens of thousands of prefixes a year [13]. While the current IPv6 table is still relatively small, the envisaged large scale deployment of IPv6 will result in table sizes at least as large as that for IPv4. High-end core routers such as Cisco’s CRS-1 [14] and Juniper’s T640 [15] currently can have 40G line cards with a packet forwarding rate of about 50Mpps. Meanwhile, 100GbE standards are expected to be completed by 2010. To meet ever-growing traffic needs, pre-standard 100GbE products (needing a forwarding rate of 150 Mpps) are expected to be available in the market in about the same time frame.

One possibility for IP lookups is the use of TCAMs. TCAMs support 250M+ lookups per second. However, their high power dissipation and large footprint are major disadvantages. To limit the overall system power consumption, only a few hundred watts are typically budgeted for each line card. A TCAM chip alone easily consumes more than 20W of power. For 100Gbps line cards it is conceivable that many other necessary components such as the high speed transceivers will inevitably consume more power necessitating a corresponding reduction in power consumption elsewhere in order to stay within the allotted power budget. In addition, more and more functions and modules need to fit on a line card making footprint an important metric. It is desirable to avoid the use of low density chips when possible. It has long been argued that the brute-force way of searching prefixes in TCAM results in very inefficient storage and uses too many bits per prefix. For example, a TCAM uses 16 transistors to store a bit while an SRAM uses only six. IPv6 results in a two-fold worsening over IPv4 because of the much longer prefixes that need to be stored. In addition to these disadvantages, an incremental prefix update in TCAM involves as many memory operations as the number of unique prefix lengths. This causes an extra performance penalty for IPv6. Because of these disadvantages, TCAMs are better suited when the performance of algorithmic alternatives cannot match as in the case of packet classification and deep packet inspection.

For IP lookup, algorithmic approaches can achieve high rates with compact storage needs. Compact storage permits the use of fast memories such as SRAMs economically and also the effective use of on-chip memory to achieve high throughputs.

The first IP lookup algorithms were implemented in software running on host-based routers with slow SRAMs used for storage. The next generation of chassis-based routers had dedicated line cards for packet forwarding, with faster but smaller SRAMs on the line cards used to store the prefix table. As the throughput needs outpaced SRAM speeds, on-chip memory began getting used as caches of the prefix table.
to facilitate faster IP lookups. Currently, a few tens of megabits of fast memory on a chip is feasible and effective use of on-chip memory has proved to be very critical in satisfying the throughput requirements of the next generation network applications [8].

In this paper, we present a new lookup scheme based on a new data structure called Distributed and Load Balanced Bloom Filters (DLB-BF). This scheme is scalable to very high line speeds, can handle large table sizes, and many prefix lengths. Its hardware architecture can be directly mapped to state-of-art ASICs and FPGAs with reasonable resource consumption and can support the non-stop line-speed forwarding needed in the next generation 100Gbps core router line cards.

The paper is organized as follows: Section II discusses related work, drawbacks of some existing schemes and the motivation for our work. Section III describes our new data structure and lookup algorithm in detail. The performance of the algorithm is analyzed in Section IV. Some practical hardware implementation issues are discussed and an FPGA prototype is evaluated in Section V. Concluding remarks are in Section VI.

II. BACKGROUND

A. Conventional IP Lookup Algorithms

IP lookup algorithms have been well studied in the past. The trie-based algorithms, such as LC-trie [22], Lulea [7], Multibit Trie [27], Tree Bitmap [10], and Shape Shifting Trie [26], are simple and memory efficient. However, their performance degrades linearly as the tree depth increases and this makes them unsuitable for 100Gbps IPv6 lookups.

Another approach to fast IP lookups is the use of memory pipelines [12], [18], [19]. A deep pipeline can be used to produce one lookup result every clock cycle but this approach has several drawbacks. Although the problem of imbalanced memory size for each pipeline stage has been solved recently, the aggregated memory bandwidth needed by all the pipeline stages is very high making it difficult to implement with commodity memory devices. The longer prefix lengths of IPv6 worsen this problem and even the use of a dedicated lookup engine with embedded memory in the pipeline stages does not reduce the complexity sufficiently.

Caching recent look-up results using on-chip memory is discussed in [6]. This approach works fine if there is sufficient temporal locality in the lookups. However, such locality is low in core routers where flows are well intermixed and the cache hit rate is low. In addition, it is preferable to use schemes that are deterministic and not subject to the variability in look-up times resulting from cache misses. Although caching using on-chip memory may not be desirable, the idea of using fast on-chip memory to achieve speed-up has motivated the use of Bloom filters as compact data-structures that can be used for implementing fast look-ups.

B. Bloom Filter

The use of Bloom filters [1] in networking applications has been of much recent research interests [3]. Numerous variations of the basic Bloom filter have been proposed for different applications [4], [5], [11]. The basic Bloom filter is a memory-efficient data structure that stores a “signature” of an item using just a few bits, regardless of the size of the item itself. Given a set of \( n \) items and an \( m \)-bit array, each item sets up to \( k \) bits in the array using \( k \) independent hashes to index into the array. Due to hash collisions, a bit can be set by multiple items. When querying the membership of an item, the item is first hashed using the same set of hash functions and then the \( k \) bits to which the hash values point are examined. If any bit is zero, one can be certain that the item is not a member. If all the \( k \) bits are one, the item can be claimed to be a member with a small false positive probability. The false positive probability \( p_f \) is a function of \( m \), \( n \), and \( k \) and can be computed as below:

\[
p_f = (1 - e^{-kn/m})^k
\]

Bloom filters have the advantage that they can represents a set of items very compactly and hence making them amenable for on-chip storage. However, several issues need to be considered in making Bloom filters viable for fast IP lookups.

First, to minimize false positive probabilities, the number of hash functions needed by the Bloom filter can be large (specifically, \( k = m \ln 2/n \) is the optimal value). If the Bloom filter is implemented using a single-port memory block, one Bloom filter lookup takes as many memory accesses as the number of hash functions. This can make the achievable throughput far below what is desired. Multi-port memories can resolve this issue by permitting multiple simultaneous accesses to memory. An \( N \)-port memory leads to \( N \times \) speedup over a single-port memory. However, several practical constraints limit the number of memory-ports. Multiple ports increase the pin count, the power consumption, and the footprint of the memory module. Therefore, \( N \) cannot be large. Although memories with 3 or more ports are possible, the most practical option is a 2-port memory. This port constraint has to be accounted for in the design of fast Bloom-filter based lookup schemes.

Second, a good universal hash function is computationally intensive and can lower throughput. Ideally, the hash function must be computable in one clock cycle with low logic needs and without the use of pipelines that can introduce latency. Fast computation of a large number of good, independent hash functions is a challenge.

Third, the possibility of false positives requires a second verification step. This second step is also needed to access the next-hop and other associated information since the Bloom filter itself cannot directly store this information. This second step must also be performed in an efficient manner to avoid performance bottlenecks that might offset the gains from use of the Bloom filter.

We address all these issues in our proposed Bloom-filter based method for fast IP lookups.
C. IP Lookup using Bloom Filters

The idea of using Bloom filters for IP lookup was first proposed in [8]. We refer to this scheme as PBF in the rest of the paper. PBF essentially is a hash-based algorithm. IP lookup using hash tables has been proposed before [21], [24], but Bloom filters use on-chip memory much better and exploit the intrinsic hardware parallelism.

Figure 1 shows the basic architecture of PBF. First, IP prefixes are partitioned into groups based on their prefix lengths. Next, each group is assigned a Bloom filter that stores the prefixes in that group. For IP lookup, the Bloom filters for all groups are checked in parallel. A subset of the Bloom filters may report a match. This could be due to finding matching prefixes in the Bloom filters or due to false positives. To verify that there is an actual match, we start with the Bloom filter corresponding to the longest prefix (since we are interested in finding the longest matching prefix) and check the match using an off-chip prefix table. If a true match is found, we retrieve the necessary next-hop information. Otherwise, we continue the check using the next longest match indicated by the Bloom filters. Typically, we expect only one off-chip lookup using a hash table to find the real match since the false positive probabilities are low by design. This scheme is simple and can have good average case performance. However, as we discuss below, it has several drawbacks that makes practical use difficult.

One issue is that when multiple Bloom filters indicate false positives, the off-chip prefix table has to be searched multiple times (equal to the number of prefix lengths in the worst case). Although this may happen very infrequently, the resulting variability in forwarding rate could be an issue since worst-case performance is an important metric in router design. One method for improving the worst-case performance here is to reduce the number of prefix-length groups. This requires aggregating prefixes of different lengths into a single Bloom filter so that the number of groups (or Bloom filters) is reduced. This aggregation can be done by using prefix expansion [27]. The tradeoff is that the improvement in the worst-case performance comes at the cost of higher memory use because prefix expansion can significantly increase the size of the prefix table [27]. Experiments show a greater than five-fold table size expansion when the number of prefix-length groups is reduced to 3 (with thresholds of 20, 24, and 32) for a moderate sized IPv4 table with about 100K prefixes [8]. The expansion is worse for larger tables. In addition, prefix expansion makes routing updates, which happen fairly frequently in core routers, much more time-consuming and complex. Multiple expanded prefixes need to be modified when only a single original prefix is inserted or deleted. Hence, the algorithm is not well suited for larger tables and longer prefixes.

Another issue is that the number of prefixes in each prefix-length group is highly variable and changes dynamically with routing updates. A recent snapshot of the IPv4 BGP table contains about 134K prefixes for the largest group (prefix length of 24) but only 9 for the smallest group (prefix length of 9). Meanwhile, the average prefix length keeps shifting between 21 and 24. The percentage of prefixes in the largest group of length 24 can vary from 40% to 70% [13]. To reduce the false positive rate and to best utilize scarce on-chip memory, we need to customize the size of each Bloom filter as well as the number of hash functions based on the number of prefixes in that group. We also need to be able to adapt to the current prefix distribution by adjusting the memory allocation dynamically. Engineering such a system is difficult and expensive – it requires over-provisioning of memory or the capability to reconfigure hardware. Neither of this is feasible since on-chip memory is scarce and reconfiguring FPGAs in practice takes several seconds. Also, forwarding functions are often hard-coded in ASICs which cannot be reconfigured.

A third issue is that one-cycle lookups assume that the Bloom filters are implemented using $k$-port memory where $k$ is the number of hash functions. As discussed earlier, this is impractical unless $k$ is 2 or 3.

In the next section, we propose a new data structure, Distributed and Load Balanced Bloom Filters (DLB-BF), that we use to address all these issues. Our proposed lookup scheme is well-suited for hardware implementation and can be used in 100Gbps line cards performing IPv6 lookups.

III. DLB-BF FOR IP LOOKUPS

A. Basic Architecture

While the total number of prefixes is relatively stable, their distribution on length is highly dynamic. Over-provisioning multiple variable-sized Bloom filters results in inefficient memory use. It is desirable to use just one optimized Bloom filter to store all the $n$ prefixes. Also, if we use just one Bloom filter we do not have the prefix expansion problem nor the problem of managing memory allocation for Bloom filters that vary widely in the number of elements stored (from a few prefixes to several hundreds of thousands).

Figure 2(a) illustrates the scheme using a single Bloom filter (SBF). Even though a single Bloom filter is used, each prefix group has its own set of hash functions. A nice feature is that...
all prefix groups need the same number of hash functions, \( k \), that is optimal for the SBF. Let there be \( x_i \) prefixes in prefix group \( i \). Each prefix is hashed \( k \) times to set at most \( k \) bits in the Bloom filter. Overall, at most \( \sum_{i=1}^{n} x_i k = nk \) bits can be set. Although this SBF architecture has many desirable properties it has a serious drawback in that it does not permit parallel searches and a sequential search is needed on each prefix length. In the worst case, up to \( g \) sequential searches are needed if \( g \) distinct prefix-length groups are present.

To overcome this drawback while retaining the advantages of SBF, we develop the DLB-BF architecture. As shown in Figure 2(b), we partition the Bloom filter into \( k \) equal sized distributed Bloom filters. We name each partition a distributed Bloom filter even though each partition by itself is no longer a real Bloom filter in the classical sense. We further regroup the \( g \) hash function groups, each with \( k \) hash functions, to \( k \) new hash function groups, each with \( g \) hash functions. This is done as described below: the \( i \)-th hash function of each original group forms the \( i \)-th new group, where \( i \) ranges from 1 to \( k \). Each group of \( g \) hash functions is associated with a distributed Bloom filter.

Now in any new hash function group, each hash function maps to a different prefix length. This means that in the prefix storage process each prefix will set exactly one bit in the corresponding distributed Bloom filter and so at most \( n \) bits can be set. Since we have \( k \) distributed Bloom filters, \( kn \) bits can be set overall. This is the same number of bits as the SBF case.

We call the new architecture DLB-BF. This is because we have to consider all the distributed Bloom filters as a whole to check prefix membership and because all the distributed Bloom filters have the same load. This load balancing is important for a regular and modular implementation. In Section IV, we will formally prove that the false positive probability of DLB-BF is identical to the SBF as well as to that of [8] in the ideal configuration.

The new data structure allows IP lookups to be performed in parallel on all the DLB-BFs. Each DLB-BF search outputs a \( g \)-bit vector. If bit \( i \) is set, it indicates a prefix match (or possibly a false positive) in prefix-length group \( i \). When we perform a bit-wise AND operation on all the \( k \)-bit vectors, the resulting bit vector indicates the real match with a very high probability just as in the SBF case.

**B. Further Improvements**

Since all the DLB-BFs can be searched in parallel, the system throughput is determined by the lookup rate of a single DLB-BF, which in turn is determined by the hash function calculation speed and the number of memory ports, as discussed in Section II.

We defer the hash function issue to Section V. Here, we focus on the DLB-BF access speed problem assuming that a single-cycle hash-function computation is possible.

Assume that only \( r \)-port SRAM blocks are available, we further partition a DLB-BF into \( t \) partial DLB-BFs with each being implemented in one \( r \)-port SRAM block. To store prefixes in the DLB-BF, each value generated by a hash function comprises two parts: the SRAM block ID and the bucket address in the SRAM block. By doing this, the load of each partial DLB-BF is balanced statistically, accepting about \( n/t \) hashes.

The shaded area in Figure 2 is enlarged in Figure 3 to show the details. For IP lookups, the \( g \) hash values in each DLB-BF is sent to the scheduler first. The task of the scheduler is to maximize the number of SRAM blocks and ports used in one cycle. The collector is responsible for reorganizing the SRAM outputs and generating the \( g \)-bit matching vector.

Ideally, if each SRAM block receives no more than \( r \) access requests, the search on each DLB-BF can be done in just one clock cycle. However, in the worst-case when all the \( g \) accesses to a DLB-BF happen to be concentrated to the same SRAM block, \( \lceil g/r \rceil \) cycles are needed. We analyze the average number of accesses needed to finish one DLB-BF lookup in Section IV and show that this scheme indeed
significantly improves the lookup performance.

Note that the functionality of this module actually mimics a $g \times t$ switch scheduler with the speedup of $r$, where each input port has only one request to an output port. Implementing such a switch scheduler is not trivial. We will introduce in Section V a simplified scheduling scheme which can still provide satisfactory Bloom filter lookup accuracy while being easy to implement.

### C. Ad Hoc Prefix Expansion

One major argument against the use of Bloom filters for IP lookups is its poor worst-case performance when packets come at the highest possible rate and all the Bloom filters show false positives. Although this is highly unlikely, we still have to address this issue to comply with the performance requirements imposed on routers.

The real concern is that once a packet (or more specifically, an address prefix) happens to hit a bad case (i.e. multiple false positives are generated), all subsequent packets having the same address prefix are also problematic unless a longer prefix hits a real match. These packets can slow down the packet lookup rate and might eventually cause packet drops. Next, we present a scheme that can reduce consecutive false positives regardless of the packet arrival pattern.

Our design assumes a certain margin for toleration of a few false positives. For example, assume a 400MHz clock rate, the lookup budget is 400M/150M = 2.7 cycles for the maximum packet rate that can be seen on a 100GbE port, which means we have 1.7 cycles per packet to deal with the Bloom filter false positives in the worst case.

If a particular packet results in many false positives, we need to prevent subsequent packets belonging to the same flow from causing false positives, since the forwarding rate can slow down if these packets are consecutive. We use an ad-hoc prefix expansion scheme for this. When a packet causes several false positives and the longest false positive prefix is of length $k$, we extract the $k$-bit prefix of the packet's IP address and insert it into the off-chip prefix table along with the next hop information. For example, let us say we only allow two false positive matches, but a packet with address 192.168.11.4 results in three false matches and the first (also the longest) false match happens at length of 24. To cope with this bad case, we insert a new "expanded" prefix 192.168.11.0/24 into the prefix table. This new prefix is associated with the same next hop information as the real matching prefix. Any subsequent packets from the same flow will then be guaranteed to find the correct next hop information in just one Bloom filter access.

This scheme has three advantages: (1) Unlike the original prefix expansion scheme which is pre-determined and can exponentially increase the table size, our prefix expansion scheme is invoked dynamically, generates only one new prefix, and is used only when absolutely necessary. (2) More importantly, the on-chip Bloom filters remain intact. We only need to insert one new prefix in the off-chip prefix table. The new prefix does not change the Bloom filter load nor affect its false positive probability. (3) The actual false positive rate observed is not a function of the arrived packets but a function of the unique flows (i.e. unique destination IP addresses). When no new flow is seen, there are no more false positives.

The entire expansion scheme is managed by the system software. An expanded prefix can be revoked at any time if it is no longer necessary. The scheme significantly reduces the overall table size, simplifies the work load of incremental updates, and supports faster packet lookups.

When the number of expanded prefixes becomes too large (after the system has been operational for a long time) and causes performance degradation in the off-chip table lookup, reprogramming the DLB-BFs using the current set of prefixes (excluding those expanded ones) will help reset the state. However, due to the small Bloom filter false positive probability it is unlikely that this will need to be done anyway.

### D. Off-chip Prefix Table Optimization

After the on-chip DLB-BF is searched, the off-chip prefix table also needs to be searched to verify the match and to fetch the next hop information. The off-chip prefix table is typically organized as a hash table. In PBF, it is assumed that the hash table lookup takes just one memory access [8]. This is not always true due to hash collisions. Unbounded hash collisions can cause serious performance degradation.

We can take advantage of high memory bandwidths of SRAMS to alleviate this problem. We arrange multiple collided nodes into one hash bucket such that they can be retrieved with one memory access and avoiding traversal of linked lists when hash collision happens.

Currently, 500+ MHz QDR-III SRAMS which support 72-bit read and write operations per clock cycle are available. A burst read access using two clock cycles can retrieve 144 bits. This is sufficient to pack three IPv4 prefixes or two IPv6 prefixes plus the next hops. With a 144-bit bucket size, a 72-Mbit memory can contain 500K buckets which can hold 1.5 million IPv4 prefixes or one million IPv6 prefixes.
A key problem is avoiding bucket overflow entirely or keep its occurrence to a minimum. The Fast Hash Table [25] and Peacock Hash [20] were designed to improve hash table performance. To simplify design, we adopt the scheme in [2] where each prefix is hashed using two hash functions and the prefix is stored in the less loaded bucket. Consequently, a prefix lookup needs to access the hash table two times using two hash functions. All prefixes stored in the two accessed buckets need to be compared to find the match.

Although each prefix has two choices and each bucket can store 2 or 3 prefixes, bucket overflow can still happen. However, analysis and simulation show that the overflows are extremely rare. Given our configuration, when we insert 250K IPv6 prefixes in the table, only 3 prefixes cause overflow. These overflow prefixes can be put in a small on-chip CAM with a handful of entries. For 250K IPv4 prefixes, a 36-Mbit memory can achieve the same performance.

Since each lookup needs to access memory two times and each memory access takes two clock cycles, a 500MHz SRAM can support 125M lookups per second. This is a little short of the worst-case 150Mpps lookup rate required for 100G bE line cards. We can get around this problem in two ways: (1) We can use faster SRAM devices. A 600MHz SRAM device can satisfy the worst-case requirement. (2) We can use two 36 or 18-Mbit SRAM devices in parallel, with each addressed by a hash function. This scheme provides 250M lookups per second which is way beyond the worst-case requirement and leaving more than 67% of memory bandwidth to deal with the DLB-BF false positive matches. Note that this scheme doubles the memory bandwidth but does not increase the memory size.

E. Non-stop Forwarding

Changing network conditions or configuration changes cause the routing information to be updated. The control processor, which runs the routing protocols, computes the new prefix, next-hop information and updates the forwarding table data structure on line cards accordingly. The updates must happen without interrupting the packet forwarding or causing packet mis-routing.

The update procedure for our scheme is simple: We first insert or delete or the prefix to be updated from the off-chip hash table. We then modify the on-chip DLB-BFs. This can guarantee the error-free updates. For a prefix update, there is at most one memory access to each DLB-BF, and all the memory accesses can be conducted in parallel. So the impact to the system throughput is minimized. The off-chip hash table is stored in QDR SRAM, where a separate writing port is dedicated for table updates.

The modification to the on-chip DLB-BF for prefix inserting and deleting needs to use the off-line mirror Counting Bloom Filters, just as described in [8].

IV. PERFORMANCE ANALYSIS

All previous IP lookup solutions based on TCAM, Trie, and pipeline architectures are sensitive to the longest prefix length. Therefore, when used for IPv6, they suffer a performance degradation of up to two times that for the IPv4 case. The storage is also significantly increased. A key feature of our algorithm is that it is insensitive to both the prefix length as well as to the number of unique prefix lengths. Only prefix table size is important. Hence our algorithm works equally well for both IPv6 and IPv4 and is well-suited to be used for IPv6 lookups in core routers.

Now, we prove that our scheme is equivalent to PBF in its ideal configuration. The proof is split into two parts.

Theorem 1: The SBF is identical to the DLB-BF in terms of the false positive probability.

Proof: In SBF, although prefixes with different lengths use different sets of hash functions, each prefix is hashed k times. So for any prefix lookup, the false positive probability is exactly the same as that shown in Equation 1:$$SBF_{p_f} = \left( 1 - e^{-kn/m} \right)^k,$$ where n is the total number of prefixes and m is the total number of Bloom filter buckets.

In DLB-BF there are k distributed Bloom filters. Each prefix is hashed just once, in each distributed Bloom filter, by using one of the g hash functions. Therefore, for a prefix lookup, a bit is set in a distributed Bloom filter with the probability of $$1 - e^{-n/m}$$, where m’ is the size of the distributed Bloom filter. Since there are k independent distributed Bloom filters, the false positive probability of DLB-BF is$$DLBBF_{p_f} = \left( 1 - e^{-n/m'} \right)^k.$$Since m’ = m/k, we get$$SBF_{p_f} = DLBBF_{p_f}.$$Similarly, we can prove the following theorem:

Theorem 2: The DLB-BF is identical to the PBF in its ideal configuration in terms of the false positive probability and the number of hash functions used.

Proof: In the PBF algorithm, assume there are g unique prefix lengths, each with ni prefixes, and each prefix length is assigned a Bloom filter with mi buckets and ki hash functions. It was proposed to assign m′i proportional to the prefix distribution, that is mi/ni = m/n while$$\Sigma_{i=1}^m n_i = n \quad \text{and} \quad \Sigma_{i=1}^g m_i = m.$$The false positive probability of each Bloom filter is$$p_f = (1 - e^{-k_i n_i/m_i}) k_i = (1 - e^{-k n/m}) k.$$The optimal value of ki is equal for all the Bloom filters, which is$$m \ln 2/n.$$In total$$gn \ln 2/n$$hash functions need to be implemented.

We have shown that the SBF achieves the same false positive probability. The optimal number of hash functions for each prefix length is also$$m \ln 2/n$$, so the total number of hash functions is$$gm \ln 2/n$$too.

Since DLB-BF has the same number of hash functions and the same false positive probability as SBF, the theorem is proved.

Although at the first glance our algorithm seems to have the same resource consumption and lookup false positive probability as the PBF algorithm in its ideal configuration, in practice the performance is much better since we avoid large prefix expansion and dynamic resource allocation. Also, the modular architecture of DLB-BF greatly simplifies the actual implementation.

We also analyze the performance of partitioned DLB-BF implementation using multiple 2-port memory blocks. Figure 4
shows the probability distribution for the different number of sequential accesses to a same memory block. Each plot shows the result for a combination of prefix type (IPv6 or IPv4) and number of memory blocks (32 or 64). It also shows the expected number of accesses \( (E) \) for each case. In general, we expect slightly more than one clock cycle to finish the DLB-BF lookup. The results are in line with our expectation. In the next Section, we will show how a simplified scheduler can be used that results in just one clock cycle being used to finish the DLB-BF lookup.

### A. Comparison with TCAMs

The cost per bit of TCAM is about \( 15 \times \) greater than that of SRAM, and TCAM consumes more than \( 50 \times \) as much power as SRAM does for each access [9]. Our algorithm uses about 320 SRAM bits (both on-chip and off-chip) per IPv6 prefix. The equivalent TCAM-based solution uses 72 TCAM bits plus 8 SRAM bits. Hence, compared to the TCAM solution, the DLB-BF algorithm has more than \( 3 \times \) cost advantage and \( 11 \times \) power advantage.

Because of the low cell density and the heat dissipation requirement of TCAMs, the dimension of a typical TCAM chip is \( 31 \text{mm} \times 31 \text{mm} \) [17] while a QDR SRAM chip’s size is as small as \( 13 \text{mm} \times 15 \text{mm} \) [16]. The TCAM-based solution requires one TCAM chip plus one SRAM chip, and our algorithm requires one or two SRAM chips. Hence, the footprint of the TCAM-based solution is at least \( 3 \times \) larger than that of the DLB-BF algorithm.

V. IMPLEMENTATION CONSIDERATIONS

### A. Reference Design

A reference design uses 8-Mbit on-chip SRAMs for implementing 16 DLB-BFs. Each DLB-BF is further realized with 32 or 64 2-port SRAM blocks. There are 512 or 1024 blocks in total. Each block is 16 or 8Kb in size, configured as 1-bit array. This design is feasible in FPGA devices available in 2008. For example, Altera’s Stratix IV FPGA includes more than 22Mb embedded memory including 1280 9-Kbit modules. One or two 9-Kbit modules can be combined to form one memory block. With this configuration, each prefix is hashed 16 times and we need \( 16 \times 48 = 768 \) hash functions in place for IPv6 and \( 16 \times 24 = 384 \) hash functions for IPv4. For 250K prefixes, we achieve a false positive probability as low as \( 3.3 \times 10^{-7} \). When the ad-hoc prefix expansion is applied, this basically means that there are less than 4 expanded prefixes for every 10 million flows.

### B. Hardware Hash Functions

A Bloom filter requires \( k \) independent hash functions to be computed for each lookup. The performance critically depends on the performance of the hash function computation. A family of hash functions \( H_3 \) studied in [23] is shown to be suitable for fast hardware implementation with performance close to the theoretical bound. However, the logic needs can be large. If the input key has \( r \) bits and the hash table has \( s \) buckets, the hash function needs to register \( r \lg_2 s \) bits and perform logic AND and XOR operation on them. When \( r \) is large, we need to break the logic operations into multiple pipeline stages to improve the circuit timing. This will introduce extra \( \lg_2 s \) flip-flops per pipeline stage.

Our architecture requires the use hundreds of hash functions (i.e. generate hundreds of independent hash values for each key). Using existing hash function to implement the Bloom filters requires too much resources. Hence, we develop an area efficient hash scheme that can produce \( n \) hash values using just \( O(\lg n) \) seed hash functions for the same hash key. The hash operations use only simple logic operations and are fast enough for the lookup application.

Given a key \( \lambda \), we can generate \( n \) hash values \( H_1, \ldots, H_n \) by using only \( m \) seed universal hash functions \( S_1, \ldots, S_m \), as if \( n \) unique hash functions are used, where

\[
m = \begin{cases} 
\lfloor \lg_2 n \rfloor + 1 & n = 2^k, k \in N \\
\lfloor \lg_2 n \rfloor & n \neq 2^k, k \in N 
\end{cases}
\]

and each \( S_i \) generates an address between 0 and \( t - 1 \), where \( t \) is power of 2 (i.e. the hash result can be represented as a bit-vector with \( \lg_2 t \) bits).

The construction of \( H_i \), where \( i \in [1, n] \), is as follows:

Since for any \( i \), we have a unique representation of

\[
i = r_m 2^{m-1} + r_{m-1} 2^{m-2} + \ldots + r_2 2 + r_1 \quad \forall r_i \in \{0, 1\}
\]

We let

\[
H_i = (r_m S_m) \oplus (r_{m-1} S_{m-1}) \oplus \ldots \oplus (r_1 S_1)
\]

where \( \oplus \) is bit-wise XOR operation. \( H_i \) has the exactly same address space as \( S_i \).

The following is an example that uses three seed hash functions to produce seven new hash values.

\[
\begin{align*}
H_1 &= S_1 \\
H_2 &= S_2 \\
H_3 &= S_2 \oplus S_1 \\
H_4 &= S_3 \\
H_5 &= S_3 \oplus S_1 \\
H_6 &= S_3 \oplus S_2 \\
H_7 &= S_3 \oplus S_2 \oplus S_1
\end{align*}
\]
for the top two longest prefixes are granted. The remaining two requests are for a memory block, only the two requests one clock cycle to schedule the requests. When more than two read requests are to the same memory block, memory ports turns out to be the most resource consuming part of the design. Since we have only 2-port memory, when more than two read requests are to the same memory block, we need more than one clock cycle to schedule these requests. This can significantly increase the design complexity and negatively impact the system throughput. We, instead, use only one clock cycle to schedule the requests. When more than two requests are for a memory block, only the two requests for the top two longest prefixes are granted. The remaining requests are simply discarded. However, we assume they all find a match, possibly false, and as though they have all been granted memory accesses. The corresponding bits in the bit vector are thus directly set to one without actually looking up the DLB-BF.

Recall that we have 16 DLB-BFs working in parallel, and each prefix length generates one read request in each DLB-BF using independent hash functions. Even when a request for a prefix length is discarded in one DLB-BF, the requests in the other DLB-BFs are likely to be granted. So the effect is that for a prefix length, a reduced number of hash functions are used to search the Bloom filter. Although the false positive rate is then not as good as that when all the hash functions are used, we trade this off for a smaller and faster implementation.

In addition, the simplified scheduler shows some preference to the longer prefixes. So generally the longer the prefix, the more the hash functions that are applied and in turn the better false positive probability that is achieved (Note that the requests for the top two prefix lengths, 32 and 30, are always granted, according to our scheduling strategy). This arrangement complies with the search order of the last step when multiple matches are found in the DLB-BFs.

\[ \text{Percentage} = \frac{\# \text{items}}{\sum_{i=1}^{n} \text{Hash collisions}} \times 100\% \]

![Fig. 5. Hash Table Bucket Load with 64K Buckets and 256 Hash Functions](image)

Note that we can choose any fast hash function as seed functions. In this paper we use $H_3$ hash functions for the implementation and simulations.

The correlation performance of these new hash values cannot be analyzed theoretically. Therefore, we use simulations to compare their performance with the theoretical results.

First, we test each new hash function to see if it is universal and random by inserting a number of keys into the hash table and measure the hash collisions and the average load of non-empty buckets. Specifically, we implement a counting Bloom filter with different number of hash functions and insert some number of items into the filter. We then track the percentage of buckets with different loads. We compare this number with the theoretical value calculated from random insertions. Figure 5 shows one of the results. Note that the theoretical values match the experimental values so well that the corresponding curves are almost not distinguishable from each other.

Second, we build a Bloom filter with these hash functions to see if these hash functions are independent. Each key is 64-bit long and the Bloom filter has $m = 64K$ buckets. We vary the number of keys $n$ to be programmed into the Bloom filter. Table I summarizes the Bloom filter false positive rate with different $m/n$ ratio and different number of hash functions ($k$). The simulation results meet the theoretical values very well.

In our reference design, we can use just five seed hash functions to generate a group of 16 hash functions for each prefix length, which account for 69% hardware resource savings overall.

\[ \text{Percentage} = \frac{\# \text{items}}{\sum_{i=1}^{n} \text{Hash collisions}} \times 100\% \]

C. DLB-BF Memory Port Scheduling

Mapping the 24 or 48 DLB-BF read requests to different memory ports turns out to be the most resource consuming part of the design. Since we have only 2-port memory, when more than two read requests are to the same memory block, we need more than one clock cycle to schedule these requests. This can significantly increase the design complexity and negatively impact the system throughput. We, instead, use only one clock cycle to schedule the requests. When more than two requests are for a memory block, only the two requests for the top two longest prefixes are granted. The remaining

\[ \text{Percentage} = \frac{\# \text{items}}{\sum_{i=1}^{n} \text{Hash collisions}} \times 100\% \]

requests are simply discarded. However, we assume they all find a match, possibly false, and as though they have all been granted memory accesses. The corresponding bits in the bit vector are thus directly set to one without actually looking up the DLB-BF.

Recall that we have 16 DLB-BFs working in parallel, and each prefix length generates one read request in each DLB-BF using independent hash functions. Even when a request for a prefix length is discarded in one DLB-BF, the requests in the other DLB-BFs are likely to be granted. So the effect is that for a prefix length, a reduced number of hash functions are used to search the Bloom filter. Although the false positive rate is then not as good as that when all the hash functions are used, we trade this off for a smaller and faster implementation.

In addition, the simplified scheduler shows some preference to the longer prefixes. So generally the longer the prefix, the more the hash functions that are applied and in turn the better false positive probability that is achieved (Note that the requests for the top two prefix lengths, 32 and 30, are always granted, according to our scheduling strategy). This arrangement complies with the search order of the last step when multiple matches are found in the DLB-BFs.

D. Prototype and Simulation

We prototype the design using the Altera Stratix III FPGA EP3SL340. The design is aimed at 40G line card with an IPv4 lookup rate of 60Mpps. Each one of the 16 DLB-BFs include 32 8K-bit 2-port memory blocks. The design uses 50% of the logic resource and 25% of the block memory resource. The synthesized circuit can run at 150MHz clock rate. A 36-Mbit 250MHz QDR-II SRAM is used to store the off-chip hash table. Each table bucket has 144 bits, storing up to three prefixes and the corresponding next hops. As discussed before, each prefix is stored in one of two candidate buckets for load balancing.

A snapshot of IPv4 BGP Table, which contains about 180K prefixes and 24 unique prefix lengths, is used to test our design. We combine the prefix value and its length as the key to the off-chip hash table, and find no overflow at all in the hash table.

To test the lookup performance, we first use a synthesized packet trace which contains the same number of packets as prefixes and matches each prefix exactly once. Due to our simplified memory port scheduling algorithm, the observed false positive rate is $8.3 \times 10^{-5}$, which is slightly higher than the theoretical value $1.3 \times 10^{-5}$. However, after the 15 prefixes that causes the false positives are stored in the off-chip hash table as expanded prefixes, for the same set of flows, no more false positives happen again.

In the second experiment, we look up about 180 million unique IP addresses and find less than 5K false positive occurrences. The expanded prefixes cause only a small prefix set inflation of 2.6%.

Finally, we test the algorithm with a real Internet packet trace. For this case, we observed 38 false positive occurrences and a false positive rate of $1.4 \times 10^{-7}$. This means for seven
million flows, only one can cause false positive with its first packet.

In all of our tests, we observed at most one false positive for a prefix. We conducted each of the above experiments multiple times, each with a different hash function configuration (i.e. varying the random number set used to implement the seed $H_3$ hash functions). The results were all consistent.

VI. Conclusions

With the continued growth in Internet traffic, driven by the surge in media-rich traffic, deployment of 100Gbps line cards in core routers is very likely as soon as standardization efforts are completed. Moreover, Internet routing tables continue to grow and IPv6 use is growing as well. It has also become increasingly important to minimize the power consumption of line cards to the maximum extent possible. These factors lead us reexamine algorithmic approaches to IP lookup. Algorithmic approaches can exploit the increasing amounts of on-chip memory using new data-structures and can considerably improve upon the high power-consumption of TCAMs. However, it is still a challenge to devise lookup schemes usable for 100Gbps line cards supporting IPv6 and large routing tables in an economical, power-efficient manner.

We make the following four major contributions to address this challenge: (1) We design a novel data structure, DLB-BF, based on Bloom filters which is suitable for on-chip storage and makes possible fast prefix-length independent IPv4 and IPv6 lookups at 100Gbps line speed. The proposed scheme addresses several major drawbacks of previously proposed schemes including the need to use large multi-port memories. (2) We avoid the large a priori prefix expansions that are needed to reduce the number of distinct prefix lengths and instead use an ad-hoc prefix expansion method that efficiently copes with the Bloom Filter false positive problem without any changes to the on-chip Bloom filter itself. (3) We design an area-efficient algorithm for computing a large number of fast and high performance hash functions in hardware. These are ideal for implementing Bloom filters. (4) We design a simple and efficient memory-port scheduling scheme that allows us to use prevalent 2-port memory blocks for implementing DLB-BFs without much degradation in attainable false positive probabilities. The comparison shows that our algorithm significantly outperforms the TCAM-based solutions in power consumption, footprint, and cost.

### TABLE I

<table>
<thead>
<tr>
<th>m/n</th>
<th>k=2</th>
<th>k=4</th>
<th>k=8</th>
<th>k=16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>simulation</td>
<td>theory</td>
<td>simulation</td>
<td>theory</td>
</tr>
<tr>
<td>2</td>
<td>$4.01e-1$</td>
<td>$4.00e-1$</td>
<td>$5.60e-1$</td>
<td>$5.59e-1$</td>
</tr>
<tr>
<td>4</td>
<td>$1.53e-1$</td>
<td>$1.53e-1$</td>
<td>$1.00e-1$</td>
<td>$1.00e-1$</td>
</tr>
<tr>
<td>8</td>
<td>$4.91e-2$</td>
<td>$4.89e-2$</td>
<td>$2.54e-2$</td>
<td>$2.54e-2$</td>
</tr>
<tr>
<td>16</td>
<td>$1.37e-2$</td>
<td>$1.38e-2$</td>
<td>$2.33e-3$</td>
<td>$2.33e-3$</td>
</tr>
<tr>
<td>32</td>
<td>$3.66e-3$</td>
<td>$3.67e-3$</td>
<td>$1.88e-4$</td>
<td>$1.91e-4$</td>
</tr>
</tbody>
</table>

### REFERENCES


