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ABSTRACT

The Integrated Services Digital Network (ISDN) has been proposed as a way of providing integrated voice and data communications services on a universal or near-universal basis. In this paper, I argue that the evolutionary approach inherent in current ISDN proposals is unlikely to provide an effective long term solution and advocate a more revolutionary approach, based on the use of advanced packet switching technology. The bulk of this paper is devoted to a detailed description of an Integrated Services Packet Network (ISP), which I offer as an alternative to current ISDN proposals.
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Introduction

The Integrated Services Digital Network (ISDN) has been proposed as a way of providing integrated voice and data communications services on a universal or near-universal basis. In this paper, I argue that the evolutionary approach inherent in current ISDN proposals is unlikely to provide an effective long term solution and advocate a more revolutionary approach, based on the use of advanced packet switching technology. The bulk of this paper is devoted to a detailed description of an Integrated Services Packet Network (ISPN), which I offer as an alternative to current ISDN proposals.

The ISPN has several advantages over existing methods of providing voice and data communication.

- It uses a common set of switching and transmission facilities for both voice and data communication. This is less costly than current systems that use separate mechanisms.

- It allows voice communication to be done using less than 25 percent of the bandwidth currently needed, without sacrificing quality. This allows major savings in long distance transmission costs. It also allows customers to carry on two or three simultaneous voice conversations along with a substantial amount of data traffic over a standard copper loop.

- It provides much higher performance data communication and at lower cost than current systems. This is largely due to the integration of data communication with voice, which allows one to take advantage of the economies of scale possible in the large systems needed for a national telephone network.

The system is based on high performance packet switches which are large and fast enough to effectively support both voice and data communication on a large scale. Each packet switch can have a
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raw throughput of up to 1.5 Gbs, allowing it to support as many as 50,000 simultaneous voice conversations using a 32 Ks voice encoding scheme. The one-way cross-network delay in a worst-case connection in a national network in the U.S. can be limited to about 150 ms. The key elements of the design are

- The use of high speed digital transmission facilities (1.5 Mbs) with excellent error performance.
- Simple link level protocols. In particular, there is no flow control or error correction done at the link level, which eliminates the need for state information in the link level protocol processors.
- A predominantly connection-oriented service. This allows the routing of most packets to be handled by a very simple algorithm. A connectionless (datagram) service can also be supported.
- Hardware implementation of basic switching and protocol functions. Switching is done using a large self-routing network containing roughly 1300 custom VLSI chips. All per packet protocol functions are handled by protocol processors (one for each link) consisting of one custom controller chip plus one large memory chip.
- Implementation of higher level protocol functions (including error correction and flow control) on an end-to-end and application-dependent basis.

The governing philosophy behind the design is that the communications network should provide transport of information at the highest possible level of performance, but nothing else. The network achieves generality, not by providing every service a user might conceivably require, but by providing only those services that every user requires. The system can be implemented with currently available technology at a cost that is comparable to that of conventional telephone switching systems.

The Trouble With ISDN

The Integrated Services Digital Network has been heralded as the mechanism that will usher in the Information Age. ISDN, it is said, will facilitate the development of new communications services, including a wide range of data services and maybe even video. It will allow such services to be implemented on a large scale at a cost most customers can afford, and spur the transformation to a 'post-industrial society.'
While I share the long range goals of ISDN proponents, I don't believe that current ISDN plans can take us very far. The fundamental problem is that current plans (see [1], for example) implicitly assume a network model based on circuit switched voice and a combination of circuit and packet switched data. This assumption is evident in current standardization efforts which focus on a transmission format for digital subscriber lines that provides two 64 Kbs circuit switched channels plus a 16 Kbs packet switched channel. While this plan can provide a limited data communications capability (it's certainly a vast improvement over the current situation), it is too inflexible to satisfy long term needs. What happens, for example to an application that requires a 75 Kbs channel? Do we implement it using the two 64 Kbs channels or one of them and the packet switched channel. Neither option is particularly attractive.

The source of the trouble is the reliance on circuit switching, which requires that the available bandwidth be divided up into fixed size channels. The channel size is a permanent feature which can't be changed easily, if at all. There's no reason to think that 64 Kbs is a particularly useful channel size. The only reason for picking it is that current telephone switching systems are based on that size. In fact, the driving force behind current ISDN plans is to preserve the investment in existing equipment while 'evolving' to a more flexible network.

Unfortunately, it won't work, because it's inherently a hybrid approach. The only thing integrated about ISDN is its name. Two (or more) switching networks are required to support ISDN as it's currently envisioned. Manufacturers may talk about their integrated architectures for ISDN, but what they mean is that they plan to put a packet switch and a circuit switch in the same box and call it an integrated system. This is not their fault—what else can they do? Packet switching and circuit switching are very different communications methods. They require different switching and transmission facilities and all the proposed schemes for combining them are little more than packaging.

What to do then? Is a hybrid network really necessary or is there an integrated solution that can satisfy the needs of both voice and data and remain flexible enough to meet satisfy new requirements as they arise? I claim there is such a solution, but it requires abandoning circuit switching and moving to new network designs based on packet switching.
Why Packet Switching?

Here are three reasons that make packet switching an attractive method for providing integrated voice and data services.

- **Adaptability to changing traffic.** Packet switching naturally provides the user with exactly the bandwidth required. As new services are developed with different bandwidth requirements, packet switching systems can adapt to the changing conditions easily. Circuit switching systems cannot.

- **Integrated internal architecture.** As outlined above, current ISDN plans require separate switching networks for different types of information. Packet switching can provide both an integrated customer interface and a single network solution for a wide range of communications needs, leading to substantial cost savings in switching systems and system administration.

- **Transmission efficiency.** Many data services are characterized by bursty communications patterns which make poor use of conventional circuit switched facilities. For example, interactive data users typically use only a few percent of the bandwidth available to them. Although it is less widely recognized, voice is also bursty. In the average telephone conversation, less than 40% of the available bandwidth is actually used. Packet switching can exploit this burstiness to double the number of conversations that can share a single transmission facility.

Given all these advantages, why has packet switching not been used extensively for voice? To answer this, we must take a closer look at the technical specifications and costs of conventional circuit switches and packet switches and see how they compare.

Circuit switching has been the technology of choice in the telephone network, since its origin about one hundred years ago. During that period, circuit switches have evolved from manually operated switchboards to small but automatic step-by-step switches, to larger panel switches to the computer-controlled electronic switching systems that currently dominate the scene. The current systems are very large—local switches can provide service to over 100,000 customers, large toll switches support as many as 50,000 simultaneous voice calls corresponding to a raw bandwidth of 6 gigabits per second (Gbs). The network as a whole is also very large. There are approximately $10^8$ telephones in the United States at present and over 10,000 local switching offices. The performance
of the switching systems is quite impressive—information passing through a modern digital switch is typically delayed no more than a few milliseconds, and new connections can be established in a fraction of a second. Equally impressive is the cost—while there is considerable variation, per line equipment costs for modern digital telephone systems is typically in the $100–200 range.

Just as circuit switching has long dominated the telephone network, so has packet switching dominated the data communications scene, principally because of the advantages cited earlier. Packet switching is exemplified by the Arpanet, which was the first major example of a large scale data communications network. In the Arpanet, the endpoints of the communication are typically large time-shared computers, called hosts. Communication is provided by packet switches, each of which typically connects to a few hosts and several other packet switches. There are currently about 300 hosts in the Arpanet and 100 packet switches. The packet switches are implemented using general purpose computers (usually minicomputers), although more recent versions have been supplemented with front-end communications processors to reduce the load on the main processor. The transmission facilities used by the Arpanet include low speed modem connections (1–10 Kbs) and higher speed digital facilities (56 Kbs). The throughput of the packet switches is generally under 1 Mbs and delays can be significant (50–100 ms per switch). The cost of packet switching as provided by the Arpanet is quite high, since each packet switch supports a small number of hosts. Commercial data networks do better, but there remains a large gap between per-host costs in data networks and per-line costs in the telephone network.

This comparison explains the conventional wisdom that packet switching is poorly suited to the needs of telephony and the resulting conclusion that an ISDN implementation must include a circuit switching component to support voice. The fallacy in the conventional wisdom is that the disadvantages attributed to packet switching by this comparison are not due to any inherent properties, but are side-effects of the conventional implementations. The requirements and design constraints that shaped the development of the Arpanet and commercial data networks were completely different from those that shaped the telephone network. The scale, the performance requirements and the cost sensitivities are all very different. It's because the needs differ that the resulting systems differ so in their technical specifications. In the remainder of this paper, I will attempt to correct the widely held, but erroneous view that packet switching is poorly suited to the needs of voice by describing a system capable of supporting voice and data communication on a large scale and at a cost that is competitive with conventional telephone systems.
ISPNI Architecture

Let's begin by deciding what general properties a packet switching system must have if it is to be a suitable vehicle for providing voice and data communication on a large scale. First and most obviously, it must be big—comparable in raw bandwidth to conventional telephone systems. Second, it must be fast—long end-to-end delays are annoying in voice connections and hence unacceptable. While opinions differ on the exact amount of delay that can be tolerated, most experts would agree that 100 ms is acceptable, while more than 500 ms is not. Third, it must be inexpensive. Any system that seeks to replace circuit switching must be able to provide voice services at a competitive cost. It is not enough to offer a better product at a higher cost—for a system to succeed on a large scale, it cannot significantly increase costs for basic services.

How can we achieve the requisite scale, performance and economy in a packet switching network? Well, the telephone network is one place to look for the answer. One of the first things one notices is that the telephone network makes extensive use of high bandwidth digital transmission facilities. Modern digital switching systems are designed to interface directly to 1.5 Mbs transmission facilities carrying 24 voice channels in a 64 Kbs format. Interfacing costs are cheap, since they are shared by the 24 channels and the bit error rates are excellent. Conventional packet switching systems, on the other hand interface to much smaller channels, and must be prepared to cope with the much higher error rates present in modem connections. A second thing one notices about the telephone network is the amount of special purpose hardware used to provide the switching function. While telephone systems contain general purpose computers, their function is primarily connection establishment. The computers don't move the bits. That function is handled by large specialized networks. In contrast, most conventional packet switches include a general purpose computer that must do some processing on every packet and can quickly become a bottleneck.

These observations suggest that a high performance packet switch should (1) interface directly to high speed digital transmission facilities and (2) use special purpose hardware to perform all per packet processing. Now, those familiar with link level protocols used in conventional packet networks may recognize this as a challenging task. Typical protocols are quite complex, requiring extensive state information in the protocol processors and complicated error recovery procedures. This complexity almost demands a programmable processor (a hardware implementation would never be completely debugged), but a microprocessor-based implementation is unlikely to be fast
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enough to keep up with a 1.5 Mbs link, and also may be too expensive. Fortunately, there is a way out—simplify the protocol. Current packet switching protocols were designed for hostile environments—the low speeds and high error rates typical of modem connections. In a network composed entirely of high speed digital facilities, much of the complexity of typical protocols can be eliminated from the lower protocol layers. In particular, error correction and flow control can be taken out of the link layer and provided on an end-to-end basis rather than a link-by-link basis. This eliminates the need for extensive state information at the ends of each link and the synchronization and recovery procedures required to maintain it and in turn makes possible the construction of inexpensive, high performance protocol processors. In addition, if these functions are provided on an end-to-end basis, they can be provided selectively. Hence, delay-sensitive applications like voice can avoid the performance penalties they can cause.

Returning to the question of scale, how large must our packet switches be? In order to compete with conventional telephone switches, they should be capable of supporting at least 50,000 simultaneous voice conversations. How many conversations can a 1.5 Mbs link carry? When operated in a circuit switching mode using the 64 Kbs digital encoding method currently employed, the answer is 24. When operated in a packet switching mode that number jumps to about 50. One can obtain another factor of two improvement by using newer voice encoding methods. 32 Kbs adaptive differential pulse code modulation (ADPCM) is a good choice, since it provides comparable quality to the method currently used, but requires only half the bandwidth. This leads to a figure of 100 voice channels per 1.5 Mbs link, implying that our packet switch must terminate 1000 full-duplex links if it is to support 50,000 simultaneous voice conversations. This in turn, means that our switch must include some mechanism capable of receiving over two million packets per second, and sending each one out on the appropriate outgoing link.

Network Overview

Based on the discussion in the previous section, we can begin to develop an architecture for the ISPN. The major components are shown in Figure 1. The Packet Switches (PS) each terminate up to 1000 High Speed Links (HSL). Using 32 Kbs ADPCM coding for voice, they can support over 50,000 simultaneous voice conversations. Residential customers connect to the network over Medium Speed Links (MSL), which operate at 100 Kbs. High speed access can be provided to business customers. The Customer Premises Interface (CPI) can take a variety of forms depending on the kind of service
required. At the low end of the spectrum would be a simple controller providing service for a single telephone and implemented using a single chip eight bit microcomputer. Customers wanting several phones and data communication would require a more complex controller. Businesses would typically have an interface to a Private Branch Exchange (PBX) or Local Area Network (LAN). The Network Interfaces (NI) provide concentration, accounting data collection and network protection. A configuration designed for residential customers would support about 500 customers and would be connected to a local packet switch by four HSLs. Thus, one PS could have as many as 125 NIs and support over 60,000 customers.

NI can also be designed to provide a conventional line interface as supported by current telephone systems. Even higher concentration ratios can be supported in this case—up to 2000 customers could be supported on a single NI connected to its host PS by four HSLs. While this configuration doesn’t exploit the advanced capabilities of the system, it does provide a mechanism for easing the transition from a circuit-oriented network to a packet-oriented one. In a similar fashion, NIs can be designed to interface to the current telephone network. In this case, the NI would interface directly to up to 960 digital trunks.

The network provides two communications services.

- **Point-to-point channels.** These are two-way channels joining pairs of customers. The customer establishes a channel by sending a connection request message to the network
specifying the destination and the average bandwidth needed. If the network accepts the
connection, it in effect guarantees that the customer can expect to have the requested
bandwidth available. The network may refuse to accept the connection if there are not
adequate resources available. The connections do not provide perfectly reliable information
transport. In particular, the network does not provide mechanisms for error correction
and flow control. The network can provide connections at any speed up to 1.5 Mbs (al-
though larger connections are more likely to be blocked). The bandwidth requirement may
be asymmetric—that is, it may depend on the direction of transmission. No distinction
is made between voice and data connections. A voice connection is simply one with an
average bandwidth of about 12 Kbs.

* Datagram. These are individually addressed packets, not associated with a pre-established
connection. The network makes an effort to deliver them, but does not guarantee delivery.

The communications protocols are divided into three levels—the link level, the network level
and the customer level. The interrelationships among the different levels are indicated in Figure 2. There
is a single link level protocol, two network level protocols (one for connection-based communication
and one for datagrams) and a variety of customer level protocols. The customer level protocols are
not discussed in detail here, but the intention is that these protocols would be application-dependent
and built on top of one of the two network level protocols. One of these would be a telephony protocol.
Another might be an internet protocol such as the DARPA IP, to facilitate communication among
different data networks. Still another might be a connection-oriented internet protocol.

There are essentially three packet formats of interest to the network—connection control packets,
data transfer packets and datagram packets. These packet formats are shown in Figure 3.

* Link Level Protocol. The link level protocol provides frame delimiting, link transparency, error
detection, packet timing, and congestion control, but not error correction. There are four fields
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#### (a) Data Transfer Packet Format

<table>
<thead>
<tr>
<th>F</th>
<th>FTYP</th>
<th>PRI</th>
<th>TS</th>
<th>PTYP</th>
<th>LCN</th>
<th>I</th>
<th>FC</th>
</tr>
</thead>
</table>

#### (b) Connection Control Packet Format

<table>
<thead>
<tr>
<th>F</th>
<th>FTYP</th>
<th>PRI</th>
<th>TS</th>
<th>PTYP</th>
<th>LCN</th>
<th>CF</th>
<th>SI</th>
<th>FC</th>
</tr>
</thead>
</table>

#### (c) Datagram Packet Format

<table>
<thead>
<tr>
<th>F</th>
<th>FTYP</th>
<th>PRI</th>
<th>TS</th>
<th>ADR</th>
<th>I</th>
<th>FC</th>
</tr>
</thead>
</table>

- **F**: Flag (1 byte)
- **CF**: Control function (1 byte)
- **FTYP**: Frame type (4 bits)
- **SI**: Supplementary information
- **PRI**: Priority (4 bits)
- **ADR**: Address (8 bytes)
- **TS**: Time stamp (1 byte)
- **I**: Information field
- **PTYP**: Packet type (4 bits)
- **FC**: Frame check sequence (2 bytes)
- **LCN**: Logical channel number (12 bits)

**Figure 3: Packet Formats**

used by the link level protocol, the Frame Type field (FTYP), the Priority field (PRI), the Time Stamp field (TS) and the Frame Check field (FC). The PTYP field identifies the frame as a test frame, a datagram or a frame belonging to a connection. The Priority field (PRI) contains a customer-specified priority. The network preferentially discards low priority frames to alleviate short-term overload conditions in the network. The network uses the Time Stamp field (TS) to record the delay encountered by the packet as it crosses the network. More precisely, it records the number of milliseconds the packet spent in each PS and NI it passed through (see [12]). This is important for applications such as voice that are sensitive to delay variations and need a mechanism to remove the timing ‘jitter’ that packet networks can introduce. It can also be used in distributed programming applications for clock synchronization. The Frame Check field (FC) uses a sixteen bit cyclic redundancy code to detect errors in the frame. Frames with errors are simply discarded.

**Network Level Protocols.** There are two protocols at the network level, the Simple Datagram protocol (SDP) and the Simple Connection protocol (SCP). SCP packets contain a four bit Packet Type field (PTYP) and a twelve bit Logical Channel Number field (LCN). The Packet Type field
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(PTYP) identifies each packet as either a data packet or a control packet and contains a Congestion Control subfield, used to inform the NIs and customers of internal network congestion. SCP data packets also contain an Information field, which can have any length up to 144 bytes. SCP control packets are used to establish and control connections and contain a Control Function field (CF) and a Supplementary Information field (SI). SDP packets contain an eight byte address field. Two bytes are reserved as a socket number, to be interpreted by the customer protocols. The remaining six bytes define a hierarchical address space organized on a geographical basis, to permit routing based on local knowledge of network topology.

Network Performance

Given the network architecture described above, we can make some approximate calculations of network performance. To do this we hypothesize a worst-case reference connection in which two customers access the network using MSLs and communicate over a 4000 mile connection passing through two NIs and six PSs. We assume that the access links each carry two voice calls and that the seven internal HSLs are all operating at an occupancy of 85%.

The delay experienced by a packet passing across the reference connection contains several components.

- **Speed-of-light delay.** This is the constant delay caused by the finite speed of light. It is approximately 40 ms for a 4000 mile connection.

- **Packetizing delay.** This is the delay involved in producing enough data to put in a packet. Using 32 Kbs ADPCM voice encoding, information is generated at the source at the rate of 32 bits per millisecond. 512 bits are placed in each packet, giving a packetizing delay of 16 ms.

- **Queueing delay.** This is the delay encountered by the packet as it is waiting to be transmitted over each of the seven HSLs and two MSLs in the reference connection. We will analyze this component in detail below.

- **Switching delay.** This is the delay encountered by a packet as it passes through a PS or NI, excluding queueing delays. We will see in the next section, this can be kept below 0.5 ms per switch, hence we allow 4 ms of switching delay in the reference connection.

We use an M/M/1 queueing model to approximate the queueing delay on the seven HSLs in
the reference connection. The formula for the average delay through \( n \) tandem queues is

\[
q = \frac{bn}{s(1 - \rho)}
\]

where \( b \) is the packet length in bits, \( s \) is the bit rate of the transmission lines (1.544 Mbs) and \( \rho \) is the link occupancy (0.85). We use an average packet length of 650 bits to model a mixture of voice packets with 1000 bit data packets. For seven queues we calculate \( q \approx 20 \) ms. Of course, this is just the average delay. For voice, it is important to have an upper bound on the delay experienced by most packets. We can determine this by using an Erlang distribution with a rank of seven and a mean of 20 ms. With this technique we estimate that 99\% of all packets in the reference connection experience a delay of no more than 42 ms on the internal network links.

We still need to determine the queueing delays experienced on the access links. Here the M/M/1 model is not really applicable. On the access link going into the network, the delay is bounded by 12 ms, since we are assuming two simultaneous voice calls generating packets at 16 ms intervals. The worst thing that can happen is that packets are generated simultaneously from both voice encoders meaning that one packet must wait for the other to be transmitted. The delay of 12 ms results from the observation that voice packets are less than 600 bits long, and with an access line speed of 100 Kbs can be transmitted in 6 ms—hence it takes 12 ms to transmit a packet for each call. Packets experience a similar delay as they leave the network. Of course, the actual delays experienced at the access links is highly dependent on the nature of the services the customer is using at the time. One way to ensure good performance for voice at the access links is to use the packet priorities to give preference to voice packets. With this mechanism, we can add data to the traffic carried by the access link and be guaranteed a maximum delay of 22 ms on each end (assuming a non-preemptive priority mechanism). Based on these considerations, we assume 50 ms of access delay.

Summing the various delay components yields an estimate of about 150 ms for 99\% of all packets.

### Packet Switch Design

The network is built using large high performance packet switching systems, each terminating up to 1023 HSLs. The structure of such a packet switch is illustrated in Figure 4, which shows a small version with 15 HSLs.
The system is controlled by a Control Processor (CP) which performs all connection control functions, plus administrative and maintenance functions. The CP is a large general-purpose computer. Its role is analogous to that of the Control Processor in large telephone switching systems such as the No. 4 ESS [3].

Each HSL is terminated by a Packet Processor (PP), which performs the link level protocol for all packets and the network level protocol for data transfer packets. It also forwards connection control packets to the CP and datagram packets to the Datagram Routers (DR).

The heart of the switch is the Switch Fabric (SF) which consists of a large binary routing network. The important property of such networks is that the path each packet takes through the network is determined by successive bits of its destination address. The figure shows paths from two different SF input ports to output port 1011. Note that at the first stage the packets are routed out the lower port of the nodes (corresponding to the first '1' bit of the destination address), at the second stage they are routed out the upper port (corresponding to the '0' bit) and in the third and
fourth stages they are routed out the lower ports. The self-routing property is shared by a variety of interconnection patterns, including the so-called delta, shuffle-exchange and banyan networks (see [6]). The PS uses a ten stage binary routing network with 1024 ports.

The Datagram Routers (not shown) are special-purpose devices used to route datagrams. The number of DRs can be engineered to suit the traffic. Each occupies a port on the SF, replacing one PP. Since most of the traffic is expected to be connection-oriented, the number of DRs required should be modest.

Duplication is required to provide the highly reliable operation expected in a large scale public communications network. The scheme used here (but not shown in the figure) is to duplicate the SF, but not the PPs. In normal operation, the duplicate SFs are operated in a load-sharing fashion, with each carrying half the traffic. If one side fails, all traffic is shifted to the other side.

Packet Processing

When a packet is received by a PP, it is placed in a buffer with several additional header fields added. The Destination field (D) identifies the destination port on the SF. The Source field (S) identifies the port where the packet arrived. The Length field (LNG) gives the packet length in bytes. The Switch Packet Type field (SPTYP) is used to identify various packet types within the PS. The Arrival Time field (AT) gives the time at which the packet arrived at the PS (this is used for processing the TS field).

For data transfer packets, the destination port is determined by the PP using the packet's LCN field and the PP's Logical Channel Translation Table (LCXT). Each entry in the LCXT contains an outgoing port number and a new LCN. The outgoing port is placed in the D field of the packet and the new LCN goes in the LCN field. The packet is then sent on to the switch fabric, which uses the D field to route the packet to the proper outgoing port as described earlier. When a packet arrives at the outgoing PP, it is buffered and then transmitted on the HSL with the extra header information stripped off.

The contents of the LCXTs is controlled by the CP, which can read and write the LCXT using special control packets sent to the PPs through the SF. Thus, the connection establishment process includes the sending of messages from the CP to the two PPs selected for the connection, updating their LCXTs appropriately.
Switch Fabric

The basic operation of the switch fabric has already been described. The SF's highly regular and parallel structure allows the construction of very large switches, without the bottlenecks that can arise in bus or ring-based interconnection networks.

The nodes of the SF operate as miniature packet switches. Each node has a buffer at each input port capable of holding one maximum length packet. The data paths joining the nodes are bit serial and operate at 12 Mbs. This gives the SF an 8:1 speed advantage over the external HSLs. Thus, if all the external links are operated at an occupancy of 85%, the internal links will have an average occupancy of less than 11%. There is also an upstream control lead joining each pair of adjacent nodes. This is used to implement a simple hardware flow control mechanism, which prevents buffer overflows within the SF.

A more detailed look at the switch node appears in Figure 5. It consists of two Input Controllers (IC) and two Output Controllers (OC). The ICs contain a buffer large enough to hold one packet and a controller implemented as a state machine. The OCs are simple state machines that arbitrate requests for their ports.

When a packet is received, the IC determines the proper outgoing port by examining the appropriate bit of the packet's destination field, then requests permission to use that port. If the desired port is immediately available, the packet is sent to it directly, bypassing the buffer. Hence, a packet can pass through a switch node after experiencing a delay of just a few bit times. In fact,
Figure 6: Packet Processor

this is the normal case due to the relatively low occupancy of the internal data paths.

If the desired port is not available, the packet is shifted into the buffer. As soon as the desired port becomes available, the packet is sent out—even if not all of the packet has been received. If the port is still not available when the end of the packet is received, the IC holds its grant lead low to prevent the arrival of new packets. The grant lead is re-asserted as soon as the desired link becomes available, allowing a new packet to enter the buffer, while another is leaving.

Packet Processors

The structure of the Packet Processors (PP) is shown in Figure 6. It is organized around a 16 Kbyte RAM, which contains four packet buffers and the Logical Channel Translation Table (LCXT). The principal buffers are the Receive Buffer (RCB) used for packets received from the HSL on their way to the switch, and the Transmit Buffer (XMB) for packets going from the switch to the HSL. The Link Test Buffer (LTB) and the Switch Test Buffer (STB) are small buffers that provide loop-back paths for testing the HSL and switch respectively.

Access to the memory is provided through the Address Controller (ADC), which contains read and write pointers for the buffers and arbitrates memory access.

The Receive circuit (RCV) receives incoming packets from the HSL, removes the flag field, discards packets with errors, adds the extra header fields, initializes the length (LNG) and arrival time (AT) fields, converts from bit serial to eight bit parallel format and writes the packet to the
RCB through the ADC.

The Output circuit (OUT) takes packets from the RCB, performs the logical channel translation described above and sends the packets onto the switch in bit serial format. The Input circuit (IN) takes packets from the switch and writes them to the XMB.

The Transmit circuit (XMIT) takes packets from the XMB, performs the time stamp calculation, strips the extra header information, adds the flag field and transmits the packets on the HSL.

The Switch Interface (SI) connects to the duplicated switch planes, normally routing packets to and receiving packets from the active plane. The SI can also send and receive packets from the standby plane—this is used for testing.

The PP can be implemented using two chips—one custom controller chip and one memory chip. The simplicity of the protocols makes this possible. There is no need to buffer unacknowledged frames that may need to be re-transmitted as in conventional link level protocols that perform error correction and flow control. Similarly, there is no need for the recovery and synchronization procedures that are required by such protocols.

Performance of the Switch Fabric

Switching networks similar to the one considered here have been analyzed by several authors to determine their performance characteristics (see [5] and [9], for example). Unfortunately the earlier analyses don’t quite suit the network considered here, since they assume packets are buffered at each stage. This is not the case for the network considered here, which permits packets to pass through a stage without being buffered at all. This buffering technique is called virtual cut-through by Kermani and Kleinrock [11], who analyse its performance in a somewhat different context. Their analysis does not apply to our situation either.

The analysis given by Jenq in [9] can be modified to suit our needs. Jenq provides an algorithm for calculating the delay through a binary routing network preceded by packet processors containing infinite buffers. The main difference between his model and the network described here is that it assumes that packets are buffered at each stage. This means that in his model, packets encounter a delay of at least \(nb/s\), where \(n\) is the number of stages in the network, \(b\) is the packet length and \(s\) is the speed of the internal data paths. This is true even at very low occupancies. In our network, on the other hand, the delay experienced at low occupancies is \(\approx 10n/s\), since each packet
is delayed about 10 bit times per stage. Hence, at low occupancies the delay through the network can be obtained by subtracting \((b - 10)n/s\) from the estimate obtained using Jenq's method. Since the network is normally operated at occupancies below 20%, this approach can be expected to yield satisfactory estimates.

Two other assumptions of Jenq's method need to be mentioned. First, it assumes that all packets have the same length—we will use it to estimate the delay under the assumption that all packets are of maximum length \((b = 1284)\), which is a worst-case assumption for this network. Second, Jenq's analysis assumes that traffic is uniformly distributed throughout the network—more precisely, the destination field of each arriving packet is assumed to be selected at random from the integers 0–1023. This is called the uniform traffic assumption and while it appears reasonable, it ignores the effect of the network's connection-orientation on traffic patterns. This assumption is examined more closely in a later section and justified.

Let \(d_j(p, n)\) be the average delay through an \(n\) stage binary routing network for a given occupancy \(p\), using the method described in section V of Jenq's paper [9]. We find, \(d_j(0.05, 10) = 1070 \mu s\), \(d_j(0.1, 10) = 1090 \mu s\), \(d_j(0.15, 10) = 1113 \mu s\) and \(d_j(0.2, 10) = 1141 \mu s\), Subtracting 1045 = \((b - 10)n/s\), as described above gives corresponding estimates of 35, 45, 68 and 96 \(\mu s\) for our network. When all the HSLs coming into the PS are operated at occupancies of 80%, the occupancy of the internal links is about 11%, leading to an average switch fabric delay of about 50 \(\mu s\).

**Switch Fabric Revisited**

One problem with binary routing networks is that they can become congested in the presence of certain traffic patterns. This is illustrated in Figure 7, which shows a traffic pattern corresponding to several communities of interest. In this pattern, all traffic entering the first four inputs is destined for the first four outputs, all traffic entering the second group of four inputs is destined for the second group of four outputs, and so forth. Note that with this pattern, only one fourth of the links joining the second and third stages are carrying traffic. Thus, if the inputs are heavily loaded the internal links will be hopelessly overloaded and traffic will back up. In a 1024 × 1024 network, there are ten stages and the links between the fifth and sixth stages can in the worst-case be carrying all the traffic on just 32 of the 1024 links.

This problem can be solved by using two networks instead of one. One of these is called the Routing Network (RN) and is a standard binary routing network. The other network sits in front
of the RN and is called the Distribution Network (DN). It has the same structure as the RN, but instead of routing packets based on their destination address, it attempts to distribute packets evenly across all its output ports. This is done by having each switch node route packets alternately out its two ports. The alternate-port strategy is modified if one or both ports is unavailable. In this case, the first port to become available is used. This approach breaks up any communities of interest and makes the combination of the DN and RN robust in the face of pathological traffic patterns.

Note, that if the DN used a purely random distribution algorithm, the uniform traffic assumption made in the performance analysis section would be validated. The distribution algorithm used by the DN is actually superior to a random one, since it distributes traffic more evenly and can route around congested areas. These observations justify the simple analysis based on the uniform traffic assumption.

One drawback of the DN is that it doubles the number of stages in the SF, thus roughly doubling the packet delay and the circuit complexity. This loss can be recovered by using larger switch nodes for the RN and DN. Instead of $2 \times 2$, we can use $4 \times 4$ nodes. With the larger nodes we can construct a network with half the number of stages required with $2 \times 2$ nodes. This also halves the delay and the circuit complexity.
Other Issues

The circuit complexity of the switch nodes is dominated by the buffer, which is basically a 1280 bit shift register. Thus a $4 \times 4$ node contains about 5000 bits of memory and will fit comfortably on a single chip with 20 pins. These chips are combined onto circuit boards, each board containing either 32 or 48 chips. A single RN will contain 32 of these boards.

The PPs can be implemented using one custom controller chip and one $16K \times 9$ memory chip. Sixteen PPs are packaged together on a single board, meaning that 64 of these boards are required for the entire PS. The Datagram Routers, which haven't been described in detail can be implemented in a similar fashion to the PPs—they're actually a bit simpler.

The packaging of the PS can be remarkably compact. A single equipment frame, 3 feet wide by 6 feet high by 1.5 feet deep is all that's required for the duplicated switch fabric and all the packet processors.

Summary

This paper has described the design of a high performance packet switching network capable of supporting both voice and data communication on a large scale and at a cost to the user, comparable to current telephone service. The key features of the design are the use of high speed digital transmission facilities and simple link level protocols, a predominantly connection-oriented service, hardware implementation of all packet functions and implementation of higher level protocol functions on an end-to-end and application-dependent basis. I claim that the advanced packet switching technology described here is inherently better suited for the provision of advanced communications services than the circuit switching technology which underlies current ISDN proposals.

Many aspects of the packet switching system described here have been patented by AT&T Bell Laboratories. See references [14]--[20] for further details.
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